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ABSTRACT

This paper demonstrates the application of genetic algorithms
(GA) in array synthesis. This approach directly represents the
array excitation weighting vectors as real number chromosomes.
This approach has some advantages, such as giving a clearer and
smpler representation of the problem, simplifying chromosome
construction, and totally avoiding binary encoding and decoding
S0 asto simplify software programming.
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1. Introduction to Genetic Algorithm (GA)
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From the practical view points, several things are desired of
broadside antenna arrays. The beam should be as narrow as
possible, the gain should be a maximum and side lobes if any
should be at a low level. It is often a difficult matter to reconcile
these demands. To illustrate, the gain may be made a maximum
by feeding all elements of equal magnitude and phase.
Unfortunately, although it true that this current distribution
resultsin high side lobes of the order of -12 dB down of the main
lobe. In many applications it is more important to sacrifice some
gain and beam width in order to achieve low side lobe levels[1,2].

Various analytical and numerical techniques have been
developed to meet the challenge. Examples of analytical
techniques include the well-known Taylor and Chebyshev
methods. In recent years, numerical approaches have become
more popular as they are applicable not only to regular arrays
(such aslinear arrays and circular arrays) but genetic algorithms
have very wide applications[3].

Genetic algorithm is inspired by Darwin’s theory about
evolution. Algorithm started with a set of solutions (represented
by chromosomes) called population. Solutions from one
population are taken to form a new population. Thisis motivated
by a hope, that the new population will be better than the old one.
Solutions which are selected according to their fitness the more
suitable they are the more chances they have to reproduce. Thisis
repeated until some condition is satisfied [3,4].
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Genetic algorithm may be used as a simple and flexible
alternative to achieve the same objective, which other methods
can do, and more importantly, it hasunique featuresto treat some
complicated problems (arbitrary geometric layout, including
mutual coupling), which can not be done by other methods [3].

Conventional GA’s with binary coding and binary genetic
operation are non-convenient and inefficient for array pattern
synthesis problem to optimize real or complex numbers. This
approach avoids coding and directly deals with real weighting
vector [3]. The details of this approach will be discussed in the

following sections.
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2. Construction of Chromosomes

Using genetic algorithms for array pattern synthess, radiation
patterns corresponding to living beings and array-weighting
vectors correspond to chromosomes. Genetic algorithms were
invented to manipulate a string of binary coding. Conventional
genetic algorithms encode the parametersin binary chromosomes
and perform binary genetic operation. In this approach,
chromosomes are represented directly by real weighting vector

[3].
a, = [A A, A LA, LA ] ()

Where A, (known as a genetic material in a GA) represents the
excitation of the nth radiator and a; is set of real numbers. N is
the length of the weighting vector. This smple representation
explicitly shows the relation between chromosomes in genetic

algorithm and array- excitation weighting vector [3].
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3. Initial Population

For fast convergence of genetic algorithm iteration, theinitial
population can include approximate excitations by other simple
techniques (minimization of mean square errors (MM SE) method
and Taylor (one-parameter) method), and excitations by guess
based on experience and/or at random [3]. In this work Taylor

(one-parameter) method can be used with the excitation values as
given by [1].
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Where
N isthenumber of dements.
d isthedistance between eements.

X ( is the distance measured from the center of
d
array=§+(f'-l)*d

f(=1,23,...
Jo isa Bessel function
B: isconstant determined from side lobe level.
sinh(pB1)

R, = 4.603
pPBq

..(3)
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4. Fitness Function

After producing the initial populations are produced, and
their fitnesses correspond to side lobe levels for the selection of
suitable chromosome to compete for next generation. The
radiation pattern generated by an N-elements antenna array is
given by [5].

=2 *19, 9 (@
achoE gg (4

and relative side lobe level in dB is computed from the radiation

pattern using [6]
max | Erad. (Q)‘

max .

SLL 4g = 20log ...(5)

where
SLL isthesidelobelevel in dB.

max |Eaq.(@)  is the maximum value of the highest side

lobe magnitude.
Emax isthe peak of main lobe.

From the equation (5), the objective function is obtained as:

error :|S|—|—d&eired - Sl—l—obtained| ...(6)
Then
Thefitness function=1/error ..(7

Where the objective function is the calculation of its associated
fitness.
Thefitnessfunction is measure of the quality of a chromosome [7].
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5- Selection

There are many mating techniques available to pick two
parent chromosomesto produce child chromosome [3].

1) Roulette Whesl selection
Parents are selected according to their fithess. The better

chromosomes are, the more chances to be selected they have.
Imagine a roulette wheel where are placed all chromosomes in
the population are placed every has its place big accordingly to
itsfitness function [4].

2) Rank Selection

Rank selection first ranks the population and then every
chromosome receives fitness from this ranking. The worst will
have fitness 1, the second worst 2 etc., and the best will have
fitness P (where P isthe number of chromosomesin population).

After thisall the chromosomes have a chanceto be selected [3].

6- Crossover

Crossover is another process that involves exchange of
genetic materials between two parent chromosomes to make
child chromosome. The smplest way to do this is to choose
randomly some crossover point and then everything before
this point copies from the first parent and everything after a
crossover point copies from the second parent. There are
many types of crossover [3,4].
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1) Single point crossover:

One crossover point is selected, string from the beginning
of chromosome to the crossover point is copied from one parent

and therest is copied from the second parent [4].
2) Two points crossover:

Two points crossover are selected, string from the
beginning of chromosome to the first crossover point is copied
from one parent, the part from the first to the second crossover
point is copied from the second parent and the rest is copied

from thefirst parent [4].

Parent
A Child1
| Ay A, ] | A | B2 |
Parent
B C—>  Child2
| B E | B, [ A |

Fig.(1) One point crossover
3) Uniform crossover

Genesarerandomly copied from thefirst or from the second 4].
4) Arithmetic crossover (linear crossover)

Some arithmetic operations are performed to make a new off

spring (average, and extrapolation crossover from midpoint)

[3.4]
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Parent
A Child1
‘Al ‘Az ‘Ag ‘ ‘Al ‘BZ ‘A3‘
Parent
B ':> Child2
[Bs [B, [Bs | (B2 [As |Bs |
Fig.( 2) Two point crossover
Child (average)
pargntA + ParentB
2
Parent A
Parent B Child (extrapolation)

3ParentA- ParentB
2

Fig.(3) Arithmetic crossover

48



Al-Mansour Jour nal/ Issue (13) 2010 2010 (13) 2l [, guaial) dlaa

7- Mutation
After acrossover is performed, mutation takes place. Thisisto

parent falling all solutions in population into a local optimum of
solved problem. Mutation changes randomly the new offspring
(children).There are many types of accomplishing mutation (binary
mutation, and real mutation). Real mutation is used according to the
following equation, as[4,8]:
d¢:r(Lo,Up) it ZEP,
Tl

i otherwise

...(8)

where
zC israndom number.

r(Lo,Up) israndom number with limited range (Lo,Up).

d isthevalue of gene before mutation.

d; isthevalue of gene after mutation.

Pm is probability of mutation equal to (0.5%-1%) .
8-Survival Selection

Once all the new child chromosomes are produced and
their fitnesses are evaluated, the evaluation can be done by ideal
pattern function. There are few selection techniques available. In
this approach, Roulette Whesel selection isused. One can note that
the competitors for survival selection include both parents (best
parent) and their children so that the members of the next
generation may include members of the previous generation. This
guarantees
radian ..(9
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where that the newer generation performs no worse than ones
[3].The progress of reproduction and survival selection continue
until a satisfied result is obtained or maximum number of
iteration is reached [3]. The half power beam width can be
calculated from [9]:

0.886l
N*d,

HPBW =

der isan illumination efficiency (or taper losses)
:Dtaper / D uniform -

and thedirectivity can be calculated from.

e .2
2n,
— k=0
D= glgl% snl(m- p)od] ...(10)
m=0 p=0 P (m' p)bd

9- Implementation of the algorithm and results

The genetic algorithms are carried out in 13 runs of 200
iterations. The initial parent population consists of 20 sets of
positive excitation amplitudes. This size is chosen such that be
not small in order to cover the search space, and it isnot large
to prevent the increase of computation time. Symmetric
excitation is assumed. The crossover is done on half of the
chromosome followed by coping it to the other half in the
mirror image format (using two points crossover). In this

paper the Roulette Wheel selection and real mutation are used.
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Therelative side lobe levels are obtained between -27.8 and -35
dB, as shown in table (1). Fig.(4) shows Algorithm for the
computation of current distribution of genetic algorithm.
Fig.(5) shows pattern of array factor using genetic algorithm
with elements equal to 72 at distance equals to 0.51 . Fig.(6)
shows current distributions for half-number elements obtained
by genetic algorithms, and table (2) shows current
distributions for half-number elements for side lobe level of —
35 dB. The directivity is equal to 19.2582 dB for array factor
and half-power beam width of 1.0569 degree. Fig.(7-8-9-10)
show far field pattern for array factor at distance equals to
(0.4%, 0.92, 1A and 1.2)) respectively. Fig.(11) shows the array
factor of linear phase array at broadsde using Dolph
Chebyshev Distribution at distance is equal to 0.5. for
different side lobe level. The directivity is equal to 18.5372 dB
for array factor using Dolph Chebyshev Distribution.
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Initial population
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Evaluate objective function
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Selection
Crossover
Generate
: new
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Evaluate objective

No

Number of generation
isachieved

Best chromosome

Fig(4) Algorithm for the computation of current distribution for
genetic algorithm
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Table (1) Sidelobelevelsof the 13 runsat the distance 0.51 .

Sidelobelevel dB

-27.8

-28

-30

-31

-32

-32.5

-33

-33.3

-33.5

-34

-34.25

-34.4

-35
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Fig.(5) Far field pattern of array factor for linear phase array
using Genetic algorithm at distance between elementsis equal to
0.5 with elementsequal to 72
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Fig.(6) Excitation valuesfor half-number elementsfor array using genetic
algorithm(SLL=-35
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Fig(8) Far field pattern for array factor at distance between elements
isequal to 0.9 and SLL=-33.5dB with elementsequal to 72.
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Fig(9) Far field pattern for array factor at distance between
elementsisequal to 1l and SLL=-33.73dB
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Fig(10) Far field pattern for array factor at distance between elements
isequal to 1.2l and SLL=-36.5dB with elementsequal to 72.
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Fig.(11) Array factor pattern using Dolph Chabyshev
method (N=72,d=0.5 1)

10- Conclusion

Simple and flexible GA’sisproposed as a general purposed
tool for current distribution at uniformly spaced linear array.
Genetic algorithm may be used as alternative method to achieve
the same objective, which other methods can do. Current
distribution shape for genetic algorithmsis monotonic decrease.
The directivity of genetic algorithms is greater than Dolph
Chebyshev method for the same SLL. Genetic algorithm can solve
the problem of element spacing for any value while Dolph
Chebyshev islimited in therange [A/2, A].

56



Al-Mansour Jour nal/ Issue (13) 2010 2010 (13) 2l [, guaial) dlaa

Reference
1. Balanis C. A.: “Antenna Theory”,John Wiley and sons,

second edition, 1997.

2. Stutzman W.L.: “Antenna Theory and design”, Mc. Graw-
Hill, third edition, 1981.

3. Jain, L.C., and Jain R.K.: “Hybrid Intelligent Engineering
Systems”, World Scientific Publishing, 1997.

4. Goldberg D.E.. “Genetic Algorithms in Search,
Optimization, and Machine Learing ”, Addison-Wesley, 1989.
5. Kraus J.D.: “Antennas”, New York Mc.Graw-Hill, third

edition, and 1988.

6. Mailloux R.J.: “Phase Array Antenna Handbook”,Artech
House, 1994.

7. Kaplan P.D.: “Predicting Antenna Side Lobe
performance”, microwave journal, September 1986.

8. Landesa L. and Obélleiro F. : “Practical improvement of
array Antannas in the presence of environmental objects using
Genetic Algorithm”,Johon Wily & sons, Microwave Opt
Technol , 1999.

9. Landesa L. and Obédlleiro F. : “Practical improvement of
array Antannas in the presence of environmental objects using
Genetic Algorithm” Johon Wily & sons, Microwave Opt
Technol , 1999.

57



Dr. Waleed K. Abid Ali Zaid A.Abed Al-hussein

ohd clilgn ddghaas Juinl Lt L) lsad) ks
*Aeas Al Al sl * sl 3 ) 45 aa

oaliiuwall

i Jar dajall Gase 38 Jhyd Al asesal ) Ciagy agdl 1 ¢
byads hagape JSAY) Aldicus dad) 93 (382 ol Al aladialy 2.9 GHZ ()
Al Al bayy Ao 5 iy Lpsia zilad 3ae ananay Al ai ALk a3 aa
oA A e gl Alsed! Amdiall ABad) (e La) Jubitaal) (apdd) Slggdly Abilal)
by al o ) ol Basly dad) ABLa) [l Al a3, ublal) UIS e i A dadia
ale B 5yalall 7.5 i Ciygg Solal) iy dufia aladialy gl 138 Judad a3
e Ayl Gileidal A ey Cie Lt Gigw dajall Gae o) ald) a8 sy 2007
Aad ) Jabis (583 oy (98

iy painal) Analad) [nsigl) A0S [l ) Auutigh aud*

58



